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ABSTRACT
Exchange rate stability is one of the pre-conditions for macro-
economic stability. So choice of exchange rate regime is the core of 
the successful macro-management. India has opted market-determined 
exchange rate system since 1993. Exchange rate volatility arises due to 
macro-economic fundamentals like growth, trade, price level, interest 
rate, foreign exchange reserve etc. and short-term speculation. We have 
estimated the relationship between exchange rate and the fundamental 
macro-variables using the Vector Error Correction Model (VECM) 
with monthly data for the period April, 1993 to March, 2012. It is 
found that export, interest rate, foreign exchange reserve and economic 
growth have appreciating effect where as import and inflation have 
depreciating effect on exchange rate. All the variables under the study 
other than interest rate and the foreign exchange reserve have played 
significant role in exchange rate stabilization during the floating 
exchange rate regime. In the short-run, exchange rate is negatively 
influenced by its own lags and interest rate as well as foreign exchange 
reserve. But it is positively affected by country’s import. Generalized 
variance decompositions indicate that interest rate, economic growth 
and inflation have stronger impact on exchange rate.
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INTRODUCTION
Exchange rate is one of the important key policy variables for better macroeconomic 
management. Macroeconomic stability in the external front largely depends on 
the proper choice of exchange rate regime. It is the exchange rate volatility which 
affects directly the international trade and thereby the growth and domestic price 
level. Movements in exchange rates are a natural feature of countries’ adjustment 
over the business cycle. The cyclical behavior of exchange rates reflects changes in 
monetary policy over the business cycle, and thus it provides one of the channels 
through which short-run stabilization policy operates. So a country’s economic 
health depends considerably on the appropriate choice of the exchange rate regime. 

The importance of exchange rate as an immediate tool of macro management 
reached its highest point at the onset of the new economic reform during the early 
years of 1990 in India. It further gained attention from the policy-makers during 
the East Asian currency crisis. Substantial intervention by the Reserve Bank of 
India (RBI) in both spot and forward exchange markets to curb excessive volatility 
saved India from the spillover of East Asian contagion in 1998. India has opted 
for a market-determined exchange rate system since early 1993. We are concerned 
with the volatility of the exchange rate during the floating exchange rate period. 
Volatility of the exchange rate in case of market determined system can arise due 
to following two factors:

1.	 Volatility due to the macro-economic fundamentals that is economic growth, 
volume of trade, inflation, interest rate differential etc. and

2.	 Volatility due to short-term speculative phenomena and changes in investor’s 
sentiment and expectation.

We have rationally assumed that the second factor acts as an automatic stabilizer 
in the currency market. So we are basically interested here with the exchange rate 
volatility in relation to some important macro-economic variables. The present paper 
is divided into six sections. The first section provides an overview of the different 
exchange rate regimes in general. Section two describes different exchange rate 
regimes. Section three deals with the evolution and structural changes of exchange 
rate regime in India. Section four illustrates the exchange rate volatility. Section five 
describes the relation between exchange rate and other important macro variables. 
Data range and variables are described in Section six. Entire methodology and the 
empirical analysis are provided in Section seven. Finally Section eight concludes 
the paper. 
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An Overview of the Exchange Rate Regimes
Exchange rate regime is the mechanism, procedures and institutional arrangement 
for determining exchange rates at a point of time and changes in them over time. 
Theoretically a large number of exchange rate regimes are possible. According 
to IMF (2001), the exchange rate regime can be broadly classified in to eight 
categories: (1) exchange arrangements with no separate legal tender, (2) currency 
board arrangements, (3) other conventional fixed peg arrangements, (4) pegged 
exchange rates within horizontal bands, (5) crawling pegs, (6) exchange rates within 
crawling bands, (7) managed floating with no preannounced path for the exchange 
rate and (8) independently floating.

There are two extremes in exchange rate management mechanism. Perfectly 
rigid or hard peg or fixed is in one extreme and perfectly floating or flexible exchange 
rate is in another extreme. In between two there is large number of exchange rate 
regimes, having different degree of mix of both the extreme regimes. Basically 
exchange rate regime followed by a nation determines its parity with respect to a 
particular foreign currency like US Dollar, Pound, Euro etc. or a basket of foreign 
currencies.

Government intervenes in order to maintain the exchange rate at a certain 
prescribed level or within a range in case of fixed exchange rate regime. Central 
monetary authority keeps on buying and selling in the foreign exchange market to 
curtail the variability of the exchange rate. As a result of this, monetary authority 
loses its control over the money supply. So it is very much customary to expect 
that the fixed exchange rate regime with perfect capital mobility can raise serious 
problem of inflation or price volatility. 

There are mainly two variants of the fixed exchange rate regime, namely the 
crawling peg and the adjustable peg regimes. In the case of the crawling peg, the 
government makes frequent but small adjustments to the pegged rate while in 
the case of the adjustable peg, the adjustments are infrequent. Crawling peg or 
adjustable peg permits the monetary authority to keep lesser amount of foreign 
exchange reserve than the fixed exchange rate regime as a buffer to finance balance 
of payments deficit because of greater reliance on the exchange rate changes. 
However, if future exchange rate movements are not predetermined, speculation 
of exchange rate changes based on inflationary expectations might arise and this 
could generate instability.

On the other extreme, a freely flexible exchange rate regime exists when 
exchange rates are freely determined by market forces, i.e. by the demand for and 
supply of currencies by private agents. Monetary authorities do not have to involve 
with balance of payments problems as they are under no obligation to intervene in 
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the foreign exchange market. Thus they need not be concerned actively with the 
movement of the international reserve and so they can exercise more effective role 
over the domestic money supply. A variant of the flexible exchange rate regime 
is the managed float regime. It involves government intervention in the foreign 
exchange market in order to control the exchange rate movement though it involves 
no commitment to maintain a certain fixed rate or some narrow band around it.

World had experienced several types of exchange rate regimes during the 
last century. But grossly they can be classified into three categories on the basis 
of their worldwide acceptance as a policy of external stability. These are classical 
period of the gold standard (1870-1914), fixed exchange rate regime (1944-1971) 
and flexible exchange rate regime. The first modern international monetary system 
was the gold standard. Operating during the late 19th and early 20th centuries, 
the gold standard provided for the free circulation between nations of gold coins 
of standard specification. Under the system, gold was the only standard of value. 
During the 1920s the gold standard was replaced by the gold bullion standard, 
under which nations no longer minted gold coins but backed their currencies with 
gold bullion and agreed to buy and sell the bullion at a fixed price. This system, 
too, was abandoned in the 1930s. Finally, the Gold Exchange Standard came into 
force, which was defined by Encyclopedia Britannica as the monetary system 
under which a nation’s currency may be converted into bills of exchange drawn 
on a country whose currency is convertible into gold at a stable rate of exchange. 
A nation on the gold-exchange standard is thus able to keep its currency at parity 
with gold without having to maintain as large a gold reserve as is required under 
the gold standard.

In the classical period of the gold standard, external disturbance of the economy 
is overcome causing internal disturbance. Deficits in the external front were to be 
adjusted by internal deflation, and surpluses were to be removed by internal inflation. 
The international monetary system, during this period of gold standard, can therefore 
be described as one of fixed exchange rates. The system worked moderately well 
as no major currency crisis or financial crisis did not occur during that time across 
the globe. Fairly stable exchange rates remained across the nations. International 
trade and finance flourished during that time. But it did not perform well with 
the deficit country. Huge unemployment pressure resulting in recession engulfed 
a large number of nations. This situation continued till World War I. World War 
I was a turning point. The gold standard was abandoned. Attempts to revive the 
gold standard were in vein. The inter-war period was a very chaotic one. It could 
not be described under a single umbrella. During that time exchange rate volatility 
increased. But the period could not be described as a period of flexible exchange 
rate regime. Sterling lost its status as international currency.
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Then the period of fixed exchange rate system commonly known as the Bretton 
Woods system came into action from 1944. In that system, a country changed its 
exchange rate only when it required correcting a fundamental disequilibrium in 
BOP situation of a country.  The system collapsed in 1971 following the dollar 
crisis. Dollar crisis led to the Smithsonian Agreement of December 1971. Under that 
agreement currency realignment was recommended. As a result of this devaluation 
of US Dollar, revaluation of most European currencies and of the Japanese Yen took 
place. Smithsonian Agreement failed within a short span of time and the US Dollar 
was devalued again. Therefore, the period from 1971 to 1976 can be considered as 
one of informal flexible exchange rates. The Jamaica Agreement of January 1976 
formalized flexible exchange rates, which had come into practice by then anyway. 
Since 1976, flexible exchange rate is followed.

In the flexible exchange rate regime, exchange rate is determined by the market 
forces resulting into significant amount of short-run volatility and occasional large 
medium-run swings. Macroeconomic imbalances like current account disturbance 
in this system are overcome largely by the international private capital flow. 
International agencies mainly International Monetary Fund comes forward in case 
of severe disturbance. International financial disturbances pass through this flexible 
exchange rate channel very easily within a very short span of time. Developed 
industrial countries along with a significant number of emerging economies have 
already abandoned the fixed exchange rate regime and moved towards a market 
determined flexible exchange rate regime. 

Evolution and Structural Changes of Exchange 
Rate Regime (de jure) in India

Indian national currency that is Rupee had been linked with the Pound Sterling from 
the pre-independence period and it continued until mid-December 1973 except for 
some contingent situations like devaluations in 1966 and 1971. Rupee discontinued 
its link with the Pound Sterling from 1976 onwards and since then India followed 
a managed floating exchange rate regime till 1990. It maintained its exchange rate 
parity with a “basket of currencies” comprising the major currencies of the nations 
with which it had significant level of trade relation. During early nineties India faced 
a severe balance of payment crisis due to increase in trade deficit and net invisible 
deficit. Downward adjustment of Rupee took place in two stages. Liberalized 
Exchange Rate Management System (LERMS) was introduced in March 1992. 
Following this management system India stepped into dual exchange rate regime 
that is official as well as market determined exchange rate system till 1993.
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All the foreign exchange remittances into India earned through export of goods 
or services or through inward remittances were allowed to be converted into two 
following manners:

1.	 Sixty per cent of the total earnings can be converted into domestic currency 
by market determined rate and this proceeding can be used for the transaction 
in current account.

2.	 Remaining forty per cent remained under the supervision of the central bank. 
It should be sold to the RBI through authorized dealers at the official rate of 
exchange. RBI used this amount to facilitate the preferred or contingent amount 
of import of the government. It was observed that market determined exchange 
rate always remained higher than the official exchange rate as it was expected. 
Basically this gap was the motivating force behind the black marketing of the 
exchange rate during that time. Nevertheless, dual exchange rate regime has 
achieved its goal to ease the balance of payment situation. Foreign exchange 
reserve multiplied by five times between 1990-91 and 1994-95.  

But the surrender of forty per cent earnings of the exporters at the official 
exchange rate made a major bleeding to the exporters. Therefore to boost up the 
export sector India had to move towards a fully market determined exchange 
rate regime. Currency was made fully convertible under the trade account and 
subsequently it also made fully convertible under the current account transaction. 
However RBI was empowered to intervene in the foreign exchange market to 
moderate the exchange rate volatility whenever large swing is observed in the 
market. India is preparing a roadmap to make its currency fully convertible even 
under the capital account.

Exchange Rate Volatility

Measure of Volatility
One of the most common measures of exchange rate volatility is the standard 
deviation of the growth rates of real exchange rates (V). This measure is 
approximated by a time-varying measure defined as follows:

V r R R1
t r t i t ii

r
1 2

2
1

1 2

= -+ + - + -= ^ h9 C/

Where R is the natural log of the bilateral real exchange rate/real effective exchange 
rate and r is the order of the moving average. The order of the present study is 12 
as we have used monthly data.
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Bilateral exchange rate volatility of Rupee with respect to U.S. Dollar, British 
Pound-Sterling, Japanese Yen and Real Effective Exchange Rate (REER) volatility 
using the monthly data during the period of February, 1993 to June, 2012 are 
depicted in Figure 1 to Figure 4.

Source: Various issue of RBI Bulletin

Figure 1  Dollar vs Rupe

Source: Various issue of RBI Bulletin

Figure 2  Pound Sterling vs Rupee
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Source: Various issue of RBI Bulletin

Figure 3  Yen vs Rupee

Source: Various issue of RBI Bulletin

Figure 4  Reer volatility

There were sharp changes in the bilateral exchange rate volatility with respect to 
Dollar during the period 1993-1998 (refer to Figure 1). Then it remained quite stable 
till 2003. After that Dollar exchange rate has increased gradually till July 2011 and 
then it has increased sharply. Rupee was more stable with respect to British Pound 
Sterling than U.S. Dollar after the inception of the floating exchange rate regime 
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(Refer to Figure 2). Volatility reduced sharply after the inception of the floating 
exchange rate regime. The length of the volatility cycle from peak to trough was 
very short and it remained range-bound for the entire period of our study. Rupee 
was quite erratic with respect to Japanese Yen during the period of 1993 to 2000 
(refer to Figure 3). Then it reduced and remained very narrowly range-bound till 
2007. After that volatility increased gradually and it reached its highest point in 
2008. Then it reduced sharply in the subsequent years. 

Real Effective Exchange Rate (REER) volatility had fallen significantly after 
the inception of the floating exchange rate regime in 1993 (refer to Figure 4). It 
was quite stable from 19999 to 2005. But after that REER volatility has increased 
gradually till the middle of 2008. Then it has reduced sharply. 

Exchange Rate Volatility and other 
Macroeconomic Variables

There are several channels through which exchange rate volatility can affect several 
macroeconomic variables like export, import, foreign exchange reserve, interest 
rate, GDP, general price level etc.

Exchange Rate and Trade
The relationship between exchange rate volatility and trade is well established. 
Higher amount of exchange rate volatility makes the return on trade riskier. Trader 
will demand higher risk premium to cover the exposure to the currency fluctuation. 
As a result of this volume of trade is bound to reduce with the increasing amount 
of exchange rate uncertainty. Baccheta and Wincoop (2000), while working on 
several developing economies, have reported that higher real exchange rate volatility 
reduces the amount of export. But McKenzie (1999) has found inconclusive result 
between exchange rate and trade flow. Chowdhury (1993) and Dell’Ariccia (1998) 
have established a robust negative relationship between exchange rate volatility and 
trade flow. Negative relationship between exchange rate volatility and the rate of 
private investment in emerging Asia is established by Larrain and Vergara (1993). 

Exchange Rate and Growth
The study of relation between exchange rate and macroeconomic growth is a recent 
incorporation in growth literature. Traditionally it is not discussed in classical and 
even in neo-classical growth theory starting from Solow (1957) or Rostow (1960). 
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Even in the endogenous growth theory the impact of exchange rate dynamics on 
overall economic growth is not addressed. Rodrick (2008) has provided evidence 
that undervaluation of the currency (a high real ex-change rate) stimulates economic 
growth particularly in some developing countries including India. The positive 
impact of exchange rate stability on growth is particularly strong for Emerging 
Europe, i.e., the central, eastern and south-eastern European countries, and the 
countries which belong to the Commonwealth of Independent States. For the 
industrialized non-EMU countries where capital markets are more developed the 
negative impact of exchange rate volatility on growth is less pronounced. The non-
European countries which border the Mediterranean Sea do not show a significant 
impact of exchange rate stability on growth. This could be due to the fact that in 
this region the exchange rate pegs are often supported by tight capital account and 
interest rate controls (Schnable, 2007).

The interrelationship between exchange rate and growth is better understood 
with the help of the export-led growth hypothesis. Following this hypothesis, 
government, especially in the comparatively closed economies, can provide the 
impetus to the export oriented sector using the real exchange rate in favor of 
exportable sector relative to the non-tradable sector. As a result of this production 
of the manufacturing sector, the most important export-oriented sector, increases 
due to the greater amount of resource mobilization in the sector. Higher productivity 
in manufacturing than in agriculture provides higher amount of income growth 
consistently without encountering diminishing returns like those experienced in 
agricultural sector. It can continue without driving down prices insofar as external 
demand is elastic, unlike the situation with non-tradable, where demand is purely 
domestic and therefore relatively inelastic. It thus allows the structure of production 
to be disconnected from the structure of consumption. If higher incomes and faster 
growth support higher savings, then it will become possible to finance higher levels 
of investment out of domestic resources. If learning-by-doing or technology transfer 
is relatively rapid in sectors producing for export, then there will be additional 
stimulus to the overall rate of growth. That first Japan, then Hong Kong, Singapore, 
South Korea and Taiwan, and now China have had success with this model has 
directed attention to the real exchange rate as a development-relevant policy tool. 
Indeed, it is hard to think of many developing countries that have sustained growth 
accelerations in the presence of an overvalued rate.  The Bretton Woods II model 
of the world economy is essentially a story about the external consequences of the 
adoption of a competitive real exchange rate as a growth strategy by developing 
countries (Eichengreen, 2008).
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Exchange Rate and Interest Rate
The empirical literature on the nexus between interest rate and exchange rate is 
inconclusive. Theoretically the relationship between exchange rate and interest rate 
can be established with the help of the following channels. First, higher domestic 
interest rates raise the demand for the deposits, and, hence, the money base.  Second, 
firms need bank loans to finance the production process, so higher interest rate 
makes the borrowing costly and thereby makes the cost of production higher. As a 
result of this the amount of production reduces. Supply shortage further increases 
the inflationary pressure within the economy. Lastly, higher interest rates raise the 
government’s fiscal burden which is again inflationary in nature. While the first 
effect tends to appreciate the currency, the remaining two effects tend to depreciate 
it. However reduction of exchange rate volatility may come at the cost of higher 
interest rate variability, which in turn may translate into higher variability on debt 
servicing costs for developing countries (Reinhart and Reinhart, 2003). High interest 
rate (presumably, real) , results in larger country risk premia – so much so, that the 
expected return to the investors actually declines as interest rates increase, thus 
prompting even greater capital flight, and generating more downward pressure 
on the exchange rate (Basurto and Ghosh, 2000).  Empirical evidences from the 
emerging economies indicate that raising nominal interest rates leads to a higher 
probability of switching to the crisis regime (Neumeyer and Perri, 2005). So higher 
interest rate policy has failed to tame the exchange rate variability in those nations. 

Exchange Rate and Inflation
The predominant view on the relationship between the exchange rate regime and 
inflation is that pegged exchange rates contribute to lower and more stable inflation. 
For developing and emerging countries with comparatively weak institutional 
frameworks, pegged exchange rates provide an important tool to control inflation 
via both a commitment toward exchange rate stability and a disciplining effect 
on monetary growth (Crockett and Goldstein, 1976). For small, open economies, 
pegging the nominal exchange rate helps minimize fluctuations of the domestic 
price level and thereby contributes to macroeconomic stability (McKinnon, 1963). 

In contrast, in countries with strong institutional frameworks (based on central 
bank independence and developed money markets), low inflation can be achieved 
without any specific commitment to an explicit exchange rate target (Calvo and 
Mishkin, 2003). Recently, inflation-targeting frameworks have become a widely 
used tool to achieve price stability in both industrial countries and emerging markets. 
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Exchange Rate and Foreign Exchange Reserve
Theoretically exchange rate stability has a positive association with the foreign 
exchange reserve of a nation because of favorable trade balance. However, increase 
in foreign exchange reserves increases the monetary base of the economy. As a 
result of this domestic currency appreciates and thereby reduces the export earning 
of the economy.

The present study aims to examine empirically the relationships between 
exchange rate (Real Effective Exchange Rate) and six other related macro variables 
viz. export, import, interest rate, inflation, foreign exchange reserve and GDP 
growth rate. We have tried to establish the dynamic interaction between exchange 
rate and other variables using Vector Error Correction Model (VECM), Variance 
Decomposition Analysis and Impulse Response Function. The macro variables are 
chosen on the basis of standard macro and trade theory and supported or justified 
with the previous empirical established literature. Our approach is different from 
the previous approaches because of its broad-based nature including all the related 
variables. 

DATA AND METHODOLOGY
We have used monthly time series to get the long run relationship between REER 
and the other related macro variables. The sample period is April, 1993 to March, 
2012. The secondary data source is the Hand book of Statistics, 2011-12, RBI. 
All the variables are transformed into their natural logarithmic form to reduce the 
fluctuation in the data set. The summary statistics of the data is provided in the 
Appendix (See Table A.1 in the Appendix) The following functional form between 
REER and other related macro variables is assumed as follows:

LREERt = β0 + β1 LEXPt + β2 LIMPt + β3 LINTt + β4 LFOREXt + β5 LINFt 
+ β6 LGDPt + ∈t	 (1)

Where:
β0	 =	 constant or intercept term.
t	 =	 deterministic trend.
∈	 =	 the stochastic error term.
LREER	 =	 home country exchange rate as measured by the natural logarithm 

of the monthly real effective exchange rate index (using trade-
based weights, base: 1993-94) of India. In fact, REER is weighted 
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average (36- country) of the bilateral nominal exchange rates of 
the home country’s currency relative to an index or basket of other 
major foreign currencies adjusted for the effects of inflation. The 
interpretation of REER is that if the index increases, the purchasing 
power of home currency is higher against those of the country’s 
trading partners. Conversely a lower index means that the home 
currency depreciated.

LEXP	 =	 natural logarithm of export volume.
LIMP	 =	 natural logarithm of Import volume.
LINT	 =	 natural logarithm of interest rate. Call Money Rate is used here as 

a proxy of interest rate.
LFOREX	=	 natural logarithm of foreign exchange reserve.
LINF	 =	 natural logarithm of inflation.  Monthly data of WPI is used as a 

proxy for inflation.
LGDP	 =	 natural logarithm of GDP. As monthly data of GDP is not available, 

we used monthly data of Index of Industrial Production (IIP) as a 
proxy of GDP data.

The βs are the coefficients to be estimated. The expected signs for β1, β4, β6 are 
positive, that of β2 and β5 are negative and β3 may be positive or negative.

Empirical Analysis

Stationarity Tests
The classical regression model requires that the dependent and independent 
variables in a regression be stationary in order to avoid the problem of what Granger 
and Newbold (1974) called ‘spurious regression’. Nonstationarity can be tested 
using the Augmented Dickey-Fuller (ADF) test, the Phillips Perron (PP) test and 
the Kwiatkowski-Phillips-Schmidt-Shin (KPSS) test.

ADF Test
The test is conducted with the following set of regression equations

Y Y i Yt t t i t
i

p

1 1
1

T T !b i c= + + +- -
=

/ 	 (2)

tY t Y i Yt t t i
i

p

1 2 1
1

dT Tb b i c= + + + +- -
=

/ 	 (3)
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Where Y is the variable under consideration, Δ is the first difference operator, t is 
the time or trend variable, ϵt   is a pure white noise and p is the optimum number 
of lags on the dependent variable. The first equation consists of drift whereas the 
second equation includes both drift and a deterministic trend. 

Phillips Perron (PP) Test
Dickey-Fuller test requires that the error term be serially uncorrelated and 
homogeneous while the Phillips-Perron test is valid even if the disturbances are 
serially correlated and heterogeneous. The test statistics for the Phillips-Perron 
test are modifications of the t-statistics employed for the Dickey-Fuller test but 
the critical values are precisely those used for the Dickey-Fuller test. The PP test 
is carried out with the help of the following two regression equation

Y Y ut t t1 1T b i= + +- 	 (4)

Y t Y ut t t1 2 1T b b i= + + +- 	 (5)

ut is a white noise error term.

KPSS Test
KPSS test assumes that the series yt with T observations (t = 1,2,…,T) can be 
decomposed into the sum of a deterministic trend, random walk and stationary error

Y r et t t td= + + 	 (6)

Where rt is a random walk

r rt t t1 n= +-

Where rt is a random walk and mt is independently and identically distributed with 
mean zero and variance 2vn .

The initial value r0 is fixed and serves the role of an intercept. The stationarity 
hypothesis is 02v =n . If we set δ = 0, then under the null hypothesis yt is stationary 
around a level (r0). The KPSS test statistic is the Lagrange multiplier (LM) or score 
statistic for testing null hypothesis H0: = 0 i.e., the time series is stationary, against 
the alternative hypothesis that H1:> 0 i.e., the series in non-stationary and in this 
ground this test differs from ADF and PP tests.

The results of all the three tests at level are provided in Table 1 and 2. The 
results indicate that all the variables do not hold the same degree of integration. 
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LREER is stationary at level. Again LINT is stationary (though not for KPSS test) 
at level in case of test equation having intercept; but it is stationary for all the three 
tests at level while the test equation considers both constant and linear trend. The 
other variables [LEXP, LIMP, LFOREX, LGDP, LINF] are non-stationary at level 
in case of test equation with only intercept. But in case of constant and linear trend, 
PP test confirms LEXP, LIMP, LGDP, and LINF to stationary at level; KPSS test 
confirms LIMP to stationary at level; and ADF test confirms LINF to stationary at 
level.  So we conduct all the tests using the first difference of the variables. The 
results are provided in Table 3 and 4. The results indicate that all the variables are 
stationary in their first difference form. According to Enders (2004) and Asterious 
and Hall (2007), in the multivariate case co-integration analysis is applicable for 
a set of variables with different orders of integration and this is called multi co-
integration. So, in this study We have used the Johansen multivariate co-integration 
test [Johansen (1988, 1991); Johansen and Juselius (1990, 1992, and 1994)] to 
make sure whether there is any long-run relation or not between Real Effective 
Exchange Rate (REER) and other macroeconomic variables.

Table 1  Test of stationarity in levels (Intercept)

Variables ADF PP KPSS

LREER –3.933 [0] (0.0021)*** –4.081 [2] (0.0013)*** 0.133 [10] 
LEXP 0.861 [12] (0.9949)  0.334 [172] (0.9796) 1.990 [11]***
LIMP –0.119 [1] (0.9447) 0.047 [10] (0.9609) 1.981 [11]***
LINT –3.808 [2] (0.0033)*** –6.048 [5] (0.0000)*** 0.627 [10]***
LFOREX –2.491 [0] (0.1189) –2.086 [6] (0.2507) 2.006 [11]***
LGDP –0.313 [13] (0.9195) –1.452 [14] (0.5563) 1.963 [11]***
LINF –1.527 [0] (0.5180) –1.384 [4] (0.5896) 1.984 [11]***

Table 2  Test of stationarity in levels (Intercept and linear trend)

Variables ADF PP KPSS

LREER –3.995 [0] (0.0101)** –4.148 [2] (0.0062)*** 0.079 [10]
LEXP –1.764 [12] (0.7186) –7.787 [7] (0.0000)*** 0.347 [10]***
LIMP –2.926 [1] (0.1564) –4.985 [7] (0.0003)*** 0.313 [11]
LINT –6.428 [0] (0.0000)*** –6.502 [5] (0.0000)*** 0.074 [10]
LFOREX –1.059 [0] (0.9323) –1.544 [6] (0.8114) 0.182 [11]**
LGDP –3.074 [13] (0.1153) –6.034 [5] (0.0000)*** 0.163 [10]**
LINF –4.094 [2] (0.0074)*** –3.919 [4] (0.0128)** 0.157 [11]**
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Table 3  Test of stationarity in first difference (Intercept)

Variables ADF PP KPSS

LREER –11.012 [2] (0.0000)*** –15.776 [7] (0.0000)*** 0.026 [7]
LEXP –5.651 [11] (0.0000)*** –50.701 [35] (0.0001)*** 0.326 [83]
LIMP –25.970 [0] (0.0000)*** –28.234 [7] (0.000)*** 0.081 [11]
LINT –15.180 [1] (0.000)*** –26.195 [18] (0.0000)*** 0.123 [27]
LFOREX –12.327 [0] (0.0000)*** –12.525 [5] (0.0000)*** 0.340 [6]
LGDP –3.880 [12] (0.0026)*** –29.054 [7] (0.0000)*** 0.158 [15]
LINF –13.205 [0] (0.0000)*** –13.296 [3] (0.0000)*** 0.194 [4]

Table 4  Test of stationarity in first difference (Intercept and linear trend)

Variables ADF PP KPSS

LREER –10.985 [2] (0.0000)*** –15.736 [7] (0.0000)*** 0.024 [7]
LEXP –5.751 [11] (0.000)*** –18.692 [11] (0.0000)*** 0.161 [79]**
LIMP –25.920 [0] (0.0000)*** –28.225 [7] (0.0000)*** 0.050 [11]
LINT –15.154 [1] (0.0000)*** –26.173 [18] (0.0000)*** 0.058 [27]
LFOREX –12.587 [0] (0.0000)*** –12.698 [4] (0.0000)*** 0.094 [5]
LGDP –3.725 [12] (0.0227)** –31.465 [8] (0.0000)*** 0.118 [16]
LINF –13.235 [0] (0.0000)*** –13.324 [3] (0.0000)*** 0.134 [4]

Notes: [.] denotes the lag(s) suggested by Schwarz Information Criterion (SIC) for ADF tests and by 
Newy-west using Bartlett Kernel for PP and KPSS tests. (.) is p-value. ***, **, and * denote the rejection 
of the null hypothesis of a unit root at 1%, 5%, and 10%, respectively.

Determination of Lag-length
Johansen’s procedure of multivariate co-integration requires the existence of 
a sufficient number of time lags. For this purpose, we look into the standard 
criteria of lag length selection. The Schwartz criterion suggests the lag length as 
1, the sequential modified Likelihood Ratio (LR) test statistic indicates lag length 
as 5, the Hannan Quinn (HQ) information criterion suggests lag length as 2, 
Akaike information criterion (AIC) and the Final Prediction Error (FPE) method 
recommend that it should be 4. Since majority of the criteria are suggesting the 
lag-length as 4, so we have selected 4 as our lag length for the analysis (Table A.2 
in Appendix).
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VECM
The basis of the VECM is Vector Autoregressive (VAR) model. VECM is an 
extension of VAR model developed by Johansen and Jesulius (1990) and Johansen 
(1991). VECM of order k is specified as equation (7) as:

Z Z Z X ut i t ii

k
t k t t1

1T Td }C P= + + + +-=

-
-/ 	 (7)

Where   ,, , ,A A ki 11 2i i k1 ff ff/C - + + -=+^ ^h h  

And I A Ai kff/P - - - -^ h

Where Zt is a (n × 1) vector of jointly determined non-stationary I(1) endogenous 
variables such that ∆Zt = Zt – Zt–1. Again, Γi Δ Zt–i is the vector autoregressive (VAR) 
component in first difference form. Error-correction component is denoted by  
Π Zt – k. Xt is a (q × 1) vector of stationary I(0) exogenous variables. δ is a (n × 1)  
vector of parameters (intercepts). ut is the n × 1 vector of independently normally 
distributed error term. }  is an (n × q) matrix of parameters. Γi is an (n × n) matrix 
of short term adjustment coefficients among variables with k-1 number of lags.  
Π is an (n × n) long-run impact matrix of error-correction mechanism. The rank 
of Π i.e., R(Π) provides the basis for determining the existence of co-integration 
or long-run relationship among the variables. There are three possibilities with 
regard to R(Π): (i) if R(Π) = 0, then the variables are not co-integrated and the 
model is equivalent to a VAR model in first difference. (ii) if 0 < R(Π) <n, then the 
variables are co-integrated and (iii) if R(Π) = n, then the variables are stationary and 
the model is equivalent to a VAR model in levels. Since the term Π Zt – k provides 
information about the long-run relationship among the variables in Zt, the Π matrix 
can be decomposed into the product of two matrices α and β such that Π = αβ′ 
where α = an (n × r) matrix which represents the speed of adjustment coefficient 
of the error-correction mechanism and β′= an (n × r) matrix of co-integrating 
vectors represents up to r co-integrating relationship in the multivariate model 
which represent long-run steady solutions. Johansen (1990, 1995) has suggested 
two test statistics, namely the trace test statistics (λ trace) and the maximum eigen 
value test statistics (λ max). The trace statistic tests the null hypothesis that the 
number of distinct co-integrating vector is less than or equal to q against a general 
unrestricted alternatives q = r. The test is calculated as follows:

λ trace (r) = lnT 1 ti r 1 m- -= +
a kX/ 	 (8)
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Where T is the number of usable observations, and the λt, s are the estimated eigen  
value from the matrix. The Second statistical test is the maximum eigen value test 
(λ max) and it tests the null hypothesis that there is r of co-integrating vectors 
against the alternative r+1 co-integrating vectors. It is calculated according to the 
following formula:

λ max (r, r + 1) = –T ln (1 – λr+1)	 (9)

Table 5 provides the result of Johansen’s multivariate co-integration maximum 
likelihood test. Both the trace test statistics and eigenvalue test statistics fail to reject 
the null hypothesis of the existence of two co-integrating equations at 5% level 
of significance. So there is stable long-run relation between REER and the other 
macro variables. After confirming a long-run relationship among the variables we 
normalized it on the exchange rate. This normalized long-run relationship (refer 
to equation 10) is the basis of our study. The estimated long-run relation is given 
by the following equation:

LREER	 =	 9.52 + 1.446 LEXP – 1.672 LIMP + 0.207 LINT + 0.379 
LFOREX – 6.780 LINF + 5.251 LGDP	 (10)

The above normalized co-integration equation indicates that export, interest 
rate, foreign exchange reserve and economic growth have appreciating effect on 
LREER where as import and inflation have depreciating effect. The estimated 
coefficients of   import, inflation and economic growth are statistically significant 
at 1% level; the estimated coefficients of export and foreign exchange reserve are 
statistically significant at 5% level and that of interest rate is statistically significant 
at 10% level. Since all the variables are estimated in natural logarithm, hence, the 
estimated coefficient of each parameter can be interpreted as long run elasticity of 
LREER with respect to the other related macro variables. The outcomes show that 
LREER is elastic to LEXP, LIMP, LINF and LGDP as elasticities of these variables 
have magnitudes greater than one, implying India’s real effective exchange rate does 
respond strongly to the changes in these variables. But on the other hand LREER 
is inelastic to LINT and LFOREX.
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Table 5  Johansen’s Co-integration Test 
(Assuming intercept (no trend) in co-integration equation and test VAR)

Hypothesized  
no. of CE(s)

λtrace test Eigen values Trace statistic 5 per cent  
critical value Probability**

None * 0.251128 177.5723  125.6164 0.0000
At most 1 * 0.176690 113.0835 95.75366 0.0019
At most 2 0.134883 69.72717 69.81889 0.0508
At most 3 0.089474 37.41669 47.85613 0.3281
At most 4 0.061616 16.51440 29.79707 0.6756
At most 5 0.008524 2.332402 15.49471 0.9891
At most 6 0.001897 0.423356 3.841466 0.5153

λmax  test Eigen values Max –Eigen 
statistic

5 per cent  
critical value Probability**

None * 0.251128 64.48879 46.23142 0.0002
At most 1 * 0.176690 43.35631 40.07757 0.0206
At most 2 0.134883 32.31048 33.87687 0.0760
At most 3 0.089474 20.90230 27.58434 0.2822
At most 4 0.061616 14.18199 21.13163 0.3503
At most 5 0.008524 1.909046 14.26460 0.9926
At most 6 0.001897 0.423356 3.841466 0.5153

Note:  Trace statistic (λtrace) test indicates two co-integration and Maximum-Eigen Statistic ( λmax ) test 
indicates two co-integrating equation at the 0.05 level. * denotes rejection of the hypothesis at the 0.05 
level. ** MacKinnon-Haug-Michelis (1999) p-values.

The result of the estimation of the error-correction model (ECM) for LREER 
is provided in Table 6. It indicates that LREER has negative impact after a lag of 
3 months and is highly significant at 1% level. This implies that the short-run real 
effective exchange rate is negatively influenced by its past values. Again, LIMP 
positively affects the variation of LREER at 5% level of significance after a lag of 
1 month and LINT negatively influences  the variation of the REER at 5% level 
of significance after a lag of 3 three months. LFOREX has negative impact on 
LREER at 1% level of significance after a lag of one month. Though volume of 
export (LEXP), domestic price level (LINF) and economic growth (LGDP) are the 
related macro variables with the LREER but any significant short-run impact of 
those variables on the LREER is not found in the present study.
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Table 6  Estimation of ECM for LREER

Coefficient Std. Error t-Statistic Prob.  

ECM(-1) -0.006027 0.005892 -1.022785 0.3077
D(LREER(-1)) -0.041048 0.073132 -0.561287 0.5753
D(LREER(-2)) 0.107571 0.071978 1.494497 0.1367
D(LREER(-3))*** -0.257664 0.073207 -3.519665 0.0005
D(LREER(-4)) 0.084804 0.075650 1.121003 0.2637
D(LEXP(-1)) 0.005173 0.022038 0.234747 0.8147
D(LEXP(-2)) 0.001671 0.024259 0.068884 0.9452
D(LEXP(-3)) -0.020063 0.024404 -0.822128 0.4120
D(LEXP(-4)) 0.001004 0.021023 0.047777 0.9619
D(LIMP(-1))** 0.044867 0.019869 2.258167 0.0251
D(LIMP(-2)) -0.003278 0.022097 -0.148361 0.8822
D(LIMP(-3)) 0.013353 0.021587 0.618576 0.5369
D(LIMP(-4)) 0.015460 0.018726 0.825567 0.4101
D(LINT(-1)) -0.002533 0.004956 -0.511177 0.6098
D(LINT(-2)) -0.005363 0.005097 -1.052154 0.2940
D(LINT(-3))** -0.010099 0.005066 -1.993409 0.0476
D(LINT(-4)) -0.003104 0.004784 -0.648907 0.5172
D(LFOREX(-1))*** -0.147362 0.050679 -2.907769 0.0041
D(LFOREX(-2)) 0.073098 0.052310 1.397398 0.1639
D(LFOREX(-3)) 0.021146 0.054980 0.384604 0.7010
D(LFOREX(-4)) 0.050557 0.055146 0.916787 0.3604
D(LINF(-1)) 0.246799 0.181839 1.357238 0.1763
D(LINF(-2)) -0.305322 0.185644 -1.644664 0.1017
D(LINF(-3)) 0.014136 0.181488 0.077892 0.9380
D(LINF(-4)) 0.180635 0.173977 1.038269 0.3004
D(LGDP(-1)) -0.017630 0.040232 -0.438199 0.6617
D(LGDP(-2)) 0.033234 0.042338 0.784953 0.4334
D(LGDP(-3)) 0.067268 0.042696 1.575516 0.1168
D(LGDP(-4)) 0.053841 0.040846 1.318156 0.1890
Constant -0.002912 0.002352 -1.237898 0.2173

R-squared 0.219952 Mean dependent var -0.000224
Adjusted R-squared 0.102743 S.D. dependent var 0.021318
S.E. of regression 0.020193 Akaike info criterion -4.842373
Sum squared resid 0.078698 Schwarz criterion -4.384009
Log likelihood 569.9246 Hannan-Quinn criter. -4.657335
F-statistic 1.876577 Durbin-Watson stat 2.027805
Prob(F-statistic) 0.006713

***, **, and * denote the rejection of the null hypothesis at 1%, 5%, and 10%, respectively.
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The readiness of misalignment of the REER from its long run equilibrium 
and its further adjustment towards the equilibrium can be judged with the help 
of the error-correction coefficient. The negative sign of the error correction 
coefficient indicates the correction of the disequilibrium situation. In the present 
study the estimated value of ECM (-1) carries the expected negative sign but it is 
not statistically significant. The Durbin-Watson statistic being 2 indicates that the 
residuals are uncorrelated with their lagged values i.e., there is no first-order serial 
correlation problem among the residuals. 

Now we have adopted the VEC Granger Causality/Block Exogeneity Wald 
Tests to examine the short-run causal relationship among the variables. Table 7 
indicates the results of causality test. The null hypothesis of block exogeneity is 
rejected for all equations in the model, except for ΔLREER. This indicates other 
than LREER each variable is jointly influenced by the other variables. We obtain 
five bi-directional causality as:

(i)	 ΔLREER ↔ ΔLFOREX

(ii)	 ΔLFOREX ↔ ΔLIMP

(iii)	ΔLINF ↔ ΔLIMP

(iv)	ΔLGDP ↔ ΔLIMP

(v)	 ΔLGDP ↔ ΔLINT

and six unidirectional causality as: 

(i)	 ΔLGDP → ΔLEXP

(ii)	 ΔLFOREX → ΔLINT

(iii)	ΔLEXP → ΔLFOREX

(iv)	ΔLGDP → ΔLFOREX

(v)	 ΔLINT → ΔLINF  

(vi)	ΔLFOREX → ΔLINF
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Table 7  VEC granger causality/block exogeneity wald test results

Dependent variables Excluded Chi-sq Df Probability

ΔLREER ΔLEXP 1.584126 4 0.8116
ΔLIMP 7.530316 4 0.1104
ΔLINT 4.115504 4 0.3906
ΔLFOREX 9.896580 4 0.0422**
ΔLINF 5.554910 4 0.2349
ΔLGDP 3.801601 4 0.4335
ALL 31.81656 24 0.1316

ΔLEXP ΔLREER 4.455216 4 0.3479
ΔLIMP 7.035834 4 0.1340
ΔLINT 3.578706 4 0.4660
ΔLFOREX 3.726541 4 0.4443
ΔLINF 3.701154 4 0.4480
ΔLGDP 25.57012 4 0.0000***
ALL 49.31265 24 0.0017***

ΔLIMP ΔLREER 7.638023 4 0.1058
ΔLEXP 4.887688 4 0.2990
ΔLINT 2.226650 4 0.6942
ΔLFOREX 14.04925 4 0.0071***
ΔLINF 10.62423 4 0.0311**
ΔLGDP 24.66250 4 0.0001***
ALL 80.09252 24 0.0000***

ΔLINT ΔLREER 5.093625 4 0.2778
ΔLEXP 4.497767 4 0.3428
ΔLIMP 2.600106 4 0.6268
ΔLFOREX 9.619015 4 0.0474**
ΔLINF 2.387882 4 0.6648
ΔLGDP 7.896937 4 0.0954*
ALL 39.67293 24 0.0232**

ΔLFOREX ΔLREER 9.814292 4 0.0437**
ΔLEXP 16.13229 4 0.0028***
ΔLIMP 8.710692 4 0.0688*
ΔLINT 1.468450 4 0.8322
ΔLINF 4.764428 4 0.3123
ΔLGDP 14.59380 4 0.0056***
ALL 56.87620 24 0.0002***
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ΔLINF ΔLREER 1.055149 4 0.9013
ΔLEXP 6.859197 4 0.1435
ΔLIMP 20.35038 4 0.0004***
ΔLINT 10.00240 4 0.0404**
ΔLFOREX 24.82834 4 0.0001***
ΔLGDP 5.101787 4 0.2770
ALL 78.59024 24 0.0000***

ΔLGDP ΔLREER 6.563654 4 0.1608
ΔLEXP 1.450425 4 0.8354
ΔLIMP 13.24119 4 0.0102**
ΔLINT 9.769284 4 0.0445**
ΔLFOREX 4.342789 4 0.3616
ΔLINF 6.533531 4 0.1627
ALL 50.72644 24 0.0011***

Note: *, **, *** denote significant at 10%, 5% and 1% level respectively.

Generalized Variance Decompositions and Impulse  
Response Function
The generalized variance decompositions and impulse response function are 
performed to study the dynamic characteristics of every endogenous variable in the 
system. Variance decomposition is the proportion of the n-periods-ahead forecast 
error variance of a variable attributing to another variable.  Here we measure the 
proportion of the forecast error variance of LREER that can be explained by shocks 
given to its macro determinants. The impulse response function is used to measure 
the time profile of the effect of shocks at a given point in time on the future values 
of endogenous variables of a dynamic system. The result of variance decomposition 
of LREER for a 10-month time horizon is provided by Table 8. For our model at 
the end of the 10-month forecast horizon, around 79 per cent of the forecast error 
variance of LREER is explained by its own innovations. LINT, LGDP and LINF 
explain about 7.9 per cent, 6.8 per cent and 2.8 per cent of the total variation after 
10 months respectively but the other variables (LEXP, LIMP, and LFOREX) have 
negligible impact on LREER during the same time horizon.

Table 7 (Cont’d)
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Further in order to analyze the direction (positive or negative) or the nature 
(temporary or permanent) of the variations of the variable the impulse response 
analysis is used. Impulse responses of LREER are shown in Figure 5. In this 
figure, the horizontal axis denotes the lag period of impulse (Unit: month) and the 
vertical axis denotes the response of impulse. The direction of change observed 
in the impulse response in each graph conforms to the sign obtained earlier in the 
co-integrating vector except the sign of interest rate. Now, for LREER, through the 
analysis of Figure 5 we can get: LREER itself is sharply decreasing in the short 
term (within four months); after that in the long term it will decrease steadily. The 
immediate and permanent effects on LREER of a one standard deviation shock to 
LEXP and LGDP are positive. The impacts of a one standard deviation shock to 
LINT and LFOREX on LREER are negative in the short term (within five months 
for LINT and two months for LFOREX) and in the long term these are positive. 
Again the immediate and permanent effects of a one standard deviation shock to 
LIMP and LINF are more or less similar and negative towards LREER.

Response to Cholesky One S.D. Innovations

Figure 5  Generalized Impulse Response Function of LREER
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CONCLUSION
The study employs the Johansen co-integration and error correction model. Both 
the trace and maximum-eigenvalue co-integration tests suggest that there is 
positive long run relationship between India’s real effective exchange rate and 
its determinants. All the estimated coefficients carry the expected signs and are 
statistically significant. In addition each normalized co-integrating regression 
coefficient indicates long run elasticity of real effective exchange rate for respective 
parameter. In the long run real effective exchange rate responds strongly to all 
the variables except interest rate and foreign exchange reserve. In the short run, 
real effective exchange rate is determined by the specified lagged variables of its 
own, interest rate, level of foreign exchange reserves and import. Specifically, real 
effective exchange rate is negatively influenced by its own lags, interest rate and 
foreign exchange reserves, it is positively affected by import. VECM provides the 
error correction term which reflects the extent deviating from long-run equilibrium 
in the short-run. The error correction coefficient is -0.006027 and the direction is 
negative indicating when the short-run fluctuation of real effective exchange rate 
deviates from long-run equilibrium, the economic system will draw non-equilibrium 
state back to equilibrium state gradually at a very slow pace. To search for the nature 
of the short-run relationships among these variables, we have implemented the VEC 
Granger Causality/Block Exogeneity Wald Tests. Our results show five sets of strong 
evidences of the bi-directional and six sets of unidirectional causality. Generalized 
variance decompositions indicate that interest rate, economic growth and inflation 
have significant impact on real effective exchange rate. The direction of change 
observed in the impulse response in each graph conforms to the sign obtained 
earlier in the co-integrating vector except the sign of interest rate.  Shocks to each 
of the determinants of real effective exchange rate have a long run impact on it.

So finally we can conclude that the overall macroeconomic developments 
and the pro-active role of the central bank such as timely changes in the monetary 
policy in several instances to maintain the exchange rate stability were effective 
to avoid wide fluctuation in the exchange rate even in the backdrop of East Asian 
currency crisis and most recently during the global financial crisis. There is surge 
of foreign capital inflow in India since the new economic reform but it has managed 
the exchange rate in such a way that real exchange rate has consistently fluctuated 
within a narrow band except very few cases. So it is rightly said that exchange rate 
management in India is more an art than science.
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